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Abstract. Due to advances in automated vehicle technology and inter-
vehicle communication, vehicular platoons have attracted a growing in-
terest by academia and industry alike, as they can produce safe driving,
regularize traffic flow, and increase throughput. Research has demon-
strated, however, that when platoons are placed in an adversarial en-
vironment, they are vulnerable to a variety of attacks that could nega-
tively impact traffic flow and produce collisions and/or injuries. In this
work, we consider an attack that seeks to exploit human-in-the-loop con-
trol of compromised vehicles that are part of a platoon. Specifically, we
demonstrate that should a human operator need to suddenly take con-
trol of a platooned vehicle, significant upstream effects, which threaten
the safety of passengers in other vehicles, may be induced. To counter
this so-called disbanding attack, we present an optimal centralized miti-
gation approach. Due to scalability, security, and privacy concerns, such
an approach may not be practical in reality. Hence, we also propose a
decentralized mitigation algorithm that reduces excessive speed changes
and coordinates inter-platoon behaviors to minimize the attack impacts.
Our algorithm is compared to the aforementioned optimal approach and
is shown to produce nearly equivalent results while requiring fewer re-
sources. Experimental results on a hardware testbed show that our coun-
termeasure permits graceful speed reductions and can provide safety, i.e.,
no collisions.

Keywords: vehicular platoons, attacks on vehicular platoons, mitiga-
tion of attacks.

1 Introduction

Vehicular platooning is an automation technology wherein a number of vehicles
are grouped together to follow each other closely and safely. This technology has
been shown to provide a safe and comfortable experience that will ultimately
allow passengers to focus on tasks other than driving [11]. It also enables vehicles

* This grant was supported in part by NSF under grant number CPS-1658225.
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to safely navigate at a closer distance, compared to human-driven vehicles, which
improves traffic throughput and reduces congestion [29], and can help to improve
fuel consumption [21]. Vehicle platooning is an example of a cyber-physical sys-
tem (CPS) since it requires an integration of computation, communication, and
monitoring capabilities to control a physical process. Adaptive Cruise Control
(ACC) and Cooperative Adaptive Cruise Control (CACC) are the most well-
known control strategies used to form and maintain platoons. ACC operation
consists of using locally available information to generate appropriate accelera-
tion commands to maintain a preset inter-vehicle separation and speed (longitu-
dinal control). CACC, on the other hand, is an extension of ACC that employs
vehicle-to-vehicle (V2V) communication, so that vehicles may exchange state
information, and is able to achieve smaller inter-vehicle separations [27].

The Society of Automotive Engineers (SAE) and the National Highway Traf-
fic Safety Administration (NHTSA) have defined levels of vehicular automation.
Based on their criteria, vehicle manufacturers have been able to produce vehicles
with level 2, e.g., BMW, and Ford ,or level 3, e.g., Tesla, capabilities [32]. In level
2, automated vehicles can generate both longitudinal (accelerating/decelerating)
and lateral (steering) control commands. This level also requires humans to mon-
itor the road and readiness to assume control if needed. Level 3 provides more
automated functionalities in terms of generating control commands and moni-
toring the driving environment, though it also requires human driver readiness
to assume control [7]. Platooning without human oversight, a level 4 technology,
is not yet a reality due to the lack of robustness in V2V communications, the
cost and number of sensors required to monitor the environment, and unresolved
questions regarding unexpected maneuvers on the part of other vehicles on the
road [2]. Therefore, current platooning automation technology falls into the cat-
egory of level 2 or level 3, and human attention is still required in the platooned
vehicles in case they need to take control of the vehicles.

Transition of control is defined as the process of switching control, of an
automated vehicle, to a human driver when the automated system cannot handle
certain situations; e.g., a vehicle emerging from a side road abruptly and merging
onto a highway without notice, oncoming traffic turning left to enter a side
road and crossing an automated vehicle’s path, a car parking on the road and
partially blocking the roadway [23,32], or a technical failure in one or more
components of the vehicle’s automation system [36]. Such failures could stem
from the deliberate manipulation of the automated system components such
as sensors, actuators, or inter-vehicle communication [4]. A number of previous
studies analyzed human driver behaviors post transition of control and their
results have shown that some drivers apply maximum deceleration to handle
certain situations, e.g., avoid colliding with preceding vehicles [22,17]. These
studies also determined the time required to ensure a safe transition [15,23].

A platooning CPS (typically) employs a distributed controller that uses in-
formation from both local sensors and those obtained through inter-vehicle com-
munications or connections to external networks [24]. As a result, a platooning
CPS has a large attack surface by which an attacker could induce disruptive
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and/or fatal behaviors [16,12,13,31, 14]. Attacks mounted against a platoon-
ing CPS can lead to the disruption of the steady-state operation (i.e., desired
inter-vehicle separation and relative speed) and produce harmful effects, such
as collisions or uncomfortable acceleration/deceleration, which could lead to, for
example, chronic traffic jams. Also, attacks on platooned vehicles could induce a
transition of control which, in turn, will disband (dissolve) the platoon since the
latter is no longer automated nor complies with platooning control laws. While
the security of platooning CPS has been studied from many perspectives, so far
the exploitation of the human element has been left unexplored.

In the current work we examine, from an adversarial perspective, the after-
effects of automated vehicles transitioning their control to humans. Particularly,
we are interested in analyzing the upstream effects of all vehicles in a platoon
transitioning control to human operators (a process we refer to as the platoon
disbanding) due to a system failure resulting from an attack. Although disband-
ing may seem a sensible fail-safe solution to prevent attackers from achieving
their objective of influencing automated vehicles, we will show that transition
of control can be leveraged to undermine the operation of surrounding vehicles,
cause collisions, and/or induce massive congestion. The main contributions are:

— We study the effect of a “disbanding attack” that involves transition of con-
trol of multiple vehicles in a platoon. We show the harmful impacts such
an attack can induce, especially how it can cause upstream (non-attacked)
platoons to experience slowdowns and collisions.

— We define the disbanding attack by formulating it as an optimization prob-
lem where the objective is to maximize the deviation in vehicles’ speeds,
as a proxy for slowdowns and increased chances of colliding, by selecting
platoon(s) to be disbanded and time(s) of disbanding.

— To mitigate the aftermath of such an attack, we formulate an optimal solu-
tion using a Model Predictive Control (MPC) technique. However, since the
optimal approach is not scalable in practice, as it is centralized and infor-
mation and communication intensive, we also propose a heuristic algorithm
to be used locally by vehicles of intact (non-attacked) platoons. Our findings
indicate that our algorithm produces nearly equivalent results in terms of
reducing speed changes and avoiding accidents.

— We also demonstrate the validity of the above attack and the suggested
heuristic countermeasure using experiments on a hardware testbed consisting
of a motion capture system and small mobile robots acting as vehicles.

1.1 A motivating example

Let us consider a scenario where multiple vehicular platoons are traveling in the
same direction on a highway. Although they may not be heading to the same
destination, platoons drive and follow one another in order to reap platooning
benefits of optimizing traffic flow and reducing congestions. While the platoons
are operating at a steady-state, a malicious party utilizes one of the existing
external attack techniques [31,19] in order to cause accidents. For example, the
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Fig. 1. a) Position profiles of the platoons shown in the legend. The lead platoon
started disbanding at t = 2 s. b) Inter-vehicle separation profiles of the platoons
shown in the legend. The lead platoon started disbanding at t = 2 s. ¢) Speed
profiles of the platoons shown in the legend. The lead platoon started disbanding
at t = 2 s. d) Position profile of the rear vehicle in the platoons formation, whose
size is shown in the legend. e) Speed profiles of the rear vehicles belonging to a

twenty-platoon formation when multiple platoons start disbanding at different
time instances.

attacker could install units on the roadside that are able to jam the sensors of
multiple vehicles or modify the sensor measurements so that the targeted vehicles
start behaving irregularly [25]. At this point, either the automation system will
suffer a failure and, as a result, informs the driver, by sounding an auditory alarm
for example [22], or the attack is detected by a mechanism, already designed for
such purpose, or by a passenger, who observes an erratic behavior in the vehicle’s
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motion. In any case, the driver must assume control of the vehicle and apply the
brakes [36]. As a result, the attacked platoon is effectively disbanded as the
vehicles no longer comply with platooning laws and the mounted attack fails to
achieve its goals. However, intact upstream platoons, which were not the goal of
the mounted external attack, will also exhibit unexpected behavior as a result of
disbanding such as slowing down and coming to a complete stop, which creates
discomfort for passengers, or even colliding.

Figure la shows the position profiles of a selected platoon, out of 20, whose
indices are shown in the legend. Each platoon has ten vehicles. The lead (20t")
platoon (red), which constitutes 5% of the total number of vehicles, transitions
its control after being attacked at t = 2 s. We can see how the lead platoon
begins disbanding when the inter-vehicle separations, shown in Figure 1b, are no
longer 5 m (the desired separation) and the platoon manages to avoid accidents.
Also, Figure 1c indicates that the vehicles of the disbanded platoon initially
slow down and then begin to speed up. In response to the lead platoon being
disbanded, we can see in Figure 1c that the following (still automated) 19*" intact
platoon (blue) also begins to slow down. In addition, Figure 1b shows that the
inter-vehicle separation of the 19*” platoon is also affected as it decreases when
slowing down happens, but not below 0 m, starts increasing to above 10 m when
speeding up happens, and eventually reaches to 5 m after almost one minute.

The same effect that was induced in the 19" platoon will propagate through

the rest of the following platoons. For example, the 15" platoon (yellow) started
decelerating until all vehicles completely stopped, as shown in Figure 1c, for al-
most 30 seconds and then the platoon’s lead vehicle started accelerating, reaching
maximum speed of 36 m/s, in order to decrease the gap with respect to the pre-
ceding 16" platoon (not shown in plots) and eventually slowed down, as it is
approaching the preceding platoon, after almost two minutes (These action of
accelerating/decelerating result from the adopted automation control laws re-
sponding to the behavior of the preceding platoon). We can also see the same
behavior in Figure 1b where the inter-vehicle separation of the 15" platoon de-
creased, increased, and then settled at 5 m. The same pattern also shows on the
10" (green) and last (cyan) platoons but longer times were needed to regain
the inter-vehicle separations and speeds. For this specific case of disbanding at-
tack, 10 minutes were needed such that all of the affected platoons were able
to re-establish (recover) the desired separations and speeds. Furthermore, figure
1d shows the absolute position of the last vehicle in the traffic stream, for dif-
ferent number of platoons, when the lead platoon was disbanded. We can see
that as the number of platoons increases, the vehicle stops for a longer time
and then resumes moving. Furthermore, the string of 20, 50, and 80 platoons,
needed 10, 25, and 43 minutes, respectively, to recover. In summary, we can see
in these plots that disbanding one platoon could make the following platoons
respond irregularly such that they stop-and-go which in turn creates discomfort
for passengers, traffic jams, inefficient use of the road, and fuel waste.

Alternatively, being aware of such effects, the attacker can target more than
one platoon systematically and produce worse impacts such as multiple stop-
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and-go behaviors. For example, the attacker can induce disbanding by targeting
every other platoon, out of twenty, at regular intervals, with 30 s increments
(Figure le). For the speed profiles shown in Figure le, 65%, 45%, and 37.5%
of the intact platoons were forced to stop-and-go once, twice, and three times,
respectively. Also, 55% of the vehicles, in the intact platoons, suffered collisions.

1.2 Related work

The objective of vehicular platooning is to combine multiple vehicles and design
the proper controllers to maintain a desired separation and speed [6]. A large
amount of work can be found in literature addressing how to achieve that objec-
tive. Also, different spacing policies are proposed to implement control laws that
regulate the relative spacing either in front of vehicle (unidirectional control) or
on both front and rear of vehicle (bidirectional control) [27]. This is achieved us-
ing either only locally sensed information or with the addition of (V2V) commu-
nication [34]. Communication schemes are proposed in [3] to transmit messages
between adjacent vehicles. Also, it is possible to exchange vehicles’ information
by establishing vehicle-to-infrastructure (V2I) communication with road units
designed for that purpose [10]. In this work, we adopt a proportional-derivative
controller from [34] to form our platoons with the presence of a forward-looking
V2V communication in order to implement our suggested attack mitigation
(Section4).

Vehicular platoons security has been the focus of extensive research in lit-
erature. For example, [13] presents a number of insider attacks that target the
vehicles’ CACC controllers and suggests detection schemes for those attacks. An-
other insider attack work is [12] where the attacker’s controlled vehicle is able
to modify its controller’s gains such that generated commands induce instabil-
ity in the entire platoon. [16] shows that it is possible for a malicious vehicle in
the platoon to increase the energy consumption unnecessarily in the neighboring
vehicles by misbehaving. In [14], it is shown that multiple attacker vehicles can
operate within the platoon and coordinate their behavior in order to produce
instability that could lead to accidents. Alternately, other work investigate exter-
nal attacks where local range and range-rate sensors are targeted, to misinform
the vehicle of the surrounding vehicles’ information to negatively impact road
efficiency and passengers’ comfort and safety [31,19]. Similar to the security re-
lated works above, we also present a possible vulnerability in vehicular platoons
and analyze its impacts on platoon safety. However, ours is the first work that
considers the effect the presence of human control in the platoon can produce.
Specifically, we try to answer: ”what happens if control of multiple vehicles tran-
sition to human because to disruption of their automated systems?” or ”what
happens if a passenger decides to assume command of a vehicle after observing
irregular behavior, owing to an already mounted attack, in its motion?”. Natu-
rally, once a human driver starts controlling the vehicle, brakes will be applied
in an attempt to slow down the vehicle [36]. While such an action is helpful in
avoiding accidents, it will also generate instability in the following non-attacked
platoons that could lead to collisions.
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Fig. 2. A stream of n-vehicle N platoons. Green arrows represent the flow of
transmitted information.

1.3 Organization

Section 2 explains the vehicular platooning control laws and describes the threat
model. Section 3 discusses different optimal attack scenarios and analyze their
impacts. Section 4 presents effective attack countermeasures. Experimental re-
sults are presented in Section 5. Conclusions are given in Section 6.

2 System Model

The modeling of platoon dynamics and control as well as the attack mechanism
are discussed in this section.

2.1 Vehicle and platoon models

We consider N homogeneous platoons, where every vehicle uses the same control
law, with n vehicles in each (lead vehicle is indexed as n while the last vehicle
is indexed as 1) as shown in Figure 2. Each vehicle is equipped with front and
rear range and range-rate sensors, to measure corresponding relative distances
and speeds of surrounding vehicles, and implements an upper-level controller,
respounsible for determining the commanded (desired) acceleration, and a lower-
level controller, which uses the desired acceleration to determine throttle and
brake commands. The lower-level controller is expected to achieve the desired
acceleration with some delay due to its finite bandwidth [27, 24]. We will focus
on the upper-level controller since the attacker can easily affect it (e.g., through
attacks on sensors). The following model is used to simulate the dynamics of
each j* vehicle in the i*" platoon

‘C:Cl',j (t) 01 0 .Z’i’j (t) 0
V4,5 (t) =(00 1 ’Ui’j(t) + 10 U j (t), (1)
a;j(t) 00 =] Laiy(t) =

where x, v a, and u refer to the vehicle’s absolute position, velocity, acceleration,
and commanded acceleration, respectively, and 7 is a time constant used to
model the actuator’s delay.

In this work, vehicles in a platoon use a bidirectional control technique [34]
with two major benefits. First, it is able to guarantee platoon string stability to
maintain desirable traffic flow [27,34]. Second, it does require vehicle-to-vehicle
(V2V) transmitted information to generate periodic control commands. We do,
however, assume intermittent wireless communication is possible between vehi-
cles for attack detection and to transmit data for the mitigation process (Section
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4). These require a data rate far lower than that required to maintain V2V-
enabled platoons. For the last vehicle in the i** platoon, we have

ui,l(t) = ]{?p ((E@Q(t) — $i71(t) — :vd) + kd (Ui’g(t) — ’Ui}l(t))7 (2)

where k, and kg4 are the controller’s proportional and derivative gains, respec-
tively, and x4 is a constant denoting inter-vehicle desired separation. For the
other vehicles in the i** platoon, except the leader, we have

i j(t) = kp{ (wijy1(t) — iy (t) — 2a) — (2ij(t) — 2ij1(t) —xa) }
+ka{ (vij+1(t) = vi i (1) — (vi3(t) —vij—1(t)) },

A different control structure is adopted for the platoons’ lead vehicles since we
expect that the platoon may encounter other platoons as they travel on the road.
Lead vehicles attempt to maintain a desired separation and speed, with respect
to a preceding vehicle, by using a control law given by [27]

3)

’U%n(t) = k‘p ($i+171(t) — xi,n(t) — h-Uz’,n(t)) + kg (1}7;4_171(25) — Ui,n(t)), (4)

where h is a time headway constant. Also, each lead vehicle is equipped with a
transitional controller which is engaged in cases it encounters a slowly moving
vehicle or a slowly driving platoon on the road. Interested readers are referred
to [27] for more details on transitional controllers.

We are interested in studying the effect of control transition. Therefore, we
will adopt the Intelligent Driver Model (IDM) [20], which can be used to approx-
imate human driving behavior, to simulate the dynamics of control transitioned
vehicle(s). The commanded acceleration of the disbanded platoon vehicles is
calculated using

Ui (1) = tmax {1 — (Vi (£) /va)" = (s°()/ (@i jur () — zi (1))},
S*(t) =71+ Vi, j (t){ h+ (Ui,j (t) - vi,j+l(t>/(2\/ umin”max)}y

where vy is the desired velocity, Umin, Umax are minimum and maximum accel-
eration, respectively, and r¢ is the minimum inter-vehicle separation (a vehicle
cannot move if the separation is smaller than o).

Finally, we assume that all vehicles are equipped with a collision-avoidance
technique where i, will be applied when the following condition is true [3,27]

()

i g1 (t) — @i j(t) <ro+ (07 ;(8) — 07541 () /2tmin. (6)
2.2 Threat model

The aim of the disbanding attack in a multi-platoon scenario is to induce colli-
sions in some platoons, by targeting one or more vehicle(s) in a different platoon,
and disrupting traffic flow. This type of attack relies on compromising some as-
pect of a vehicle’s automation system so as to force the vehicle to abandon auto-
mated operation, i.e., transition of control, and hence cause the platoon to which
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it belongs to disband. The action of disbanding, in turn, will impact upstream
platoons. As stated earlier, the level of automation provided by the currently
available automation technology is still not highly autonomous. Therefore, it is
still expected that human drivers will need to take control of the automated
vehicles during certain situations.

One possible attack vector that could be leveraged to compromise a vehicle’s
automation, and force a transition of control, is to target the vehicle’s front
and/or rear facing sensors that are relied upon to perceive the relative distance
and speed of neighboring vehicles. Existing work has demonstrated that LIDAR,
RADAR, camera, and ultra-sonic sensors, which are the most often used sensors
in automated vehicles for these purposes, can be jammed or spoofed. In addition,
such attacks can be targeted, easy to carryout, accomplished at a distance, and
mounted against multiple vehicles at once [9,25, 33, 35].

To demonstrate the impacts of the disbanding attack in our study, we as-
sume that the attacker has the capability to target the sensors of either one or
multiple automated vehicles belonging to one or more platoons. Also, we assume
that the mounted attack succeeds in degrading the sensing functionality of the
automation system(s) employing the targeted sensor(s). We consider two pos-
sible scenarios resulting from the attack. In the case where a sensor of a single
vehicle in a platoon is targeted and its automation compromised, the vehicle
will utilize V2V communications and alert the other vehicles in that platoon so
that they begin to transition their control'. In the case of targeting the sen-
sor(s) of all vehicles in a platoon, the automation systems of those vehicles will
suffer the disruption of the sensors operation, become unable to handle the cur-
rent situation, and also begin the process of transition of control. In either case,
the automated vehicles are forced to transition their control in an attempt to
mitigate the attack and avoid accidents, effectively disbanding the platoon.

Although the process of disbanding a platoon can help with avoiding ac-
cidents, the resulting action of braking will cause upstream effects on intact
(non-attacked) platoons. Those effects pose a threat to the safety of these pla-
toons, as they cause sudden and excessive velocity changes that could lead to
collisions. Disbanding attacks are extremely effective since attack-resilient pla-
tooning controllers tend to ignore human intervention in the design process.

3 Human-in-the-loop Attacks

In this section, the disbanding attack is formulated as an optimization problem
in order to find optimal attacks. Then, the simulation setup to carry out such
an attack is explained.

3.1 Finding optimal disbanding attack

Given the attacker’s capabilities and platoon dynamics as described in Section 2,
the goal of the attacker is to find which platoon(s) and at what time(s) vehicles’

! Disbanding (dissolving) a platoon when one vehicle reverts to manual control has
been recommended in actual platooning systems [30].
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sensors should be attacked to induce disbanding, such that the velocity deviation
of all intact vehicles is maximized, which is a fair indication of throughput and
probability of collisions. To assess the impacts of disbanding attacks on platoons,
we use the following metrics

— Average velocity error (deviation) describes the non-attacked platoons’ slow-
ing down as a result of disbanding another platoon(s). For the j'" vehicle in
the i*" platoon, the average velocity error is defined as

il |U2] tk vl
E, |T | -100, (M)

where T is the attack window (in seconds), and v, is desired speed. Since
we are considering platoons, equation (7) is modified as follows

n |Ts|

i ()
Bo= o |T|ZZZ|UJ o )

i=1 j=1 k=1

by which F, is calculated for all vehicles (N - n) throughout 7.

— Collisions: although each vehicle is assumed to be equipped with a collision-
avoidance algorithm, crashes between some of the intact vehicles can still
occur. Therefore, we will indicate whether the considered attack scenario
involves collisions or not.

Let pg be a vector of indices of platoons to be disbanded, and t4 a vector of
times of disbanding. The attacker will solve the following optimization problem

maximize FE, = f(pd,td)

Pd,td
subject to 1 <pg <N 9)
1<tq <T,
pa(i1) # palie) for i1,io = 1,..., no. of targeted platoons

Equation (9) should be interpreted as follows: given a number of targeted pla-
toon(s), the attacker seeks the best values for pg and tg4 such that the highest

Table 1. Parameters used in the simulations.

Parameter Value Description

N [2:10] number of platoons
n 10 number of vehicles per platoon
kp 1 controller’s proportional gain
kg 5 controller’s derivative gain
zq {5,4} m desired inter-vehicle separation
v 31 m/s nominal velocity
h 1.5 s time headway
T {0.1,0.3,0.5} s time-lag constant

Vmax 36 m/s maximum velocity

Ymin 0 m/s minimum velocity

Umax 1 m/s2 maximum acceleration

Umin -5 m/s2 minimum acceleration
0 1m minimum inter-vehicle separation
T 180 s simulation time
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Fig.3. a) Speed profiles of platoons’ rear vehicles (N = 10) when the lead
platoon started disbanding at t = 2 s. b) Speed profiles of platoons’ rear vehicles
(N = 10) when the 9" and 10" platoons started disbanding at t = 2 s and 100
s, respectively. ¢) Average velocity error for optimal single-platoon disbanding
cases. d) Number of collided vehicles for optimal single-platoon disbanding cases.

value for the cost function, F,, will result. The constraints of the problem en-
sure that values of pg and tg are within bounds and the same platoon cannot
be disbanded twice (in case of multi-platoon disbanding). We used the Genetic
Algorithm (GA) Toolbox in MATLAB to solve equation (9).

3.2 Simulation setup

For the theoretical results presented in this work, we used MATLAB to simulate
a string of platoons, using the control algorithms and dynamics from Section
2.1. Table 1 indicates the setup used in all subsequent simulations. Following
previous work, the value of 7 was selected to be either 0.1 s [18] or 0.5 s [27]. To
generalize the problem, we also simulated values in-between.

To produce realistic simulations, all vehicles’ velocities are constrained to
be below or equal to a maximum value and all vehicles move only forward (no
negative velocities). Also, the acceleration is bounded within minimum and max-
imum values. Since vehicles’ responses to initial separations and velocities may
result in some overshoot before reaching the steady-state, all simulations were
started at the steady-state so that transient response will not interfere with the
attack impacts.
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3.3 Results

Two different cases of the disbanding attack are shown in Figure 3a and in Figure
3b (for the disbanding the lead platoon and two foremost platoons, respectively,
out of 10). Results are shown in terms of the absolute speed of the last/rear
vehicles of intact platoons (legends are removed to reduce visual clutter). We
see that disbanding results in not only slowdowns, and hence deviation form a
desired speed of 31 m/s, but even complete stops. This behavior is captured by
calculating F, using (8), which is equal to 29.57% for Figure 3a and 43.69% for
Figure 3b. For Figures 3c and 3d, the total number of platoons (V) is varied
between two and ten (shown on the x-axis), an actuator delay, T, varied between
0.1-0.5 s, with an increment of 0.1 s, and a time headway (h) equal to 1.5 s.

For each value of N, the solution of (9) indicated that the optimal attack
occurred by disbanding the lead platoon at one second (beginning of attack win-
dow). Figure 3c shows the optimal (maximum) average velocity error (E,) for
disbanding the lead platoon and for different values of 7. We can see clearly that
more severe attack impacts are induced as the total number of platoons increases.
Although all vehicle are equipped with an appropriate collision-avoidance algo-
rithm, simulation results indicate that disbanding attacks can also cause acci-
dents between some of the vehicles in the intact platoons, which were not the
target of the attack. Figure 3d shows the number of colliding vehicles for each
one of the optimal disbanding attack cases displayed in Figure 3c. We can see
that collisions occur when actuator delay is greater than 0.1 s, regardless of N,
and that the total number of accidents increases as the total number of platoons
increases as well.

4 Attack mitigation

We propose two approaches, each of which proactively adjusts the commanded
acceleration profiles of intact platoons’ vehicles, in an attempt to mitigate attack
impacts by lessening the velocity deviations and reducing the number of colli-
sions, if possible. By using the proposed approaches, the automation of intact
platoons is maintained and no transition of control will be initiated.

4.1 Optimal mitigation

The mitigation of the disbanding attack is formulated as an optimization prob-
lem. Model-Predictive Control (MPC) is used to find an on-line solution using
receding horizon [28]. The MPC based formulation is an optimal control tech-
nique that has been used successfully in several different applications [5]. It is
based on minimizing a cost function (e.g., velocity deviation) in order to achieve
a certain goal (e.g., mitigating disbanding attack impacts), while considering
performance and physical constraints (e.g., collision-avoidance and speed and
acceleration bounds). As such, this optimal approach will be used to compare
and evaluate the performance of the heuristic approach suggested in Section 4.2,
as this approach requires more computational power and connected infrastruc-
ture to perform the calculations required to carryout the mitigation.
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Our objective is to compute a control sequence that will command each
vehicle behind the disbanded platoon to reduce the deviation in velocity and
avoid accidents. More specifically, the controller of an intact vehicle will use
current measurements of velocity and acceleration in order to solve

min  2M; U + U'M,U (10)
s.t. M3U S M4, (11)

where U is the resulting control sequence and My, My, M3, and M, are matri-
ces formulated to consider acceleration and physical speed limits, and collision
avoidance. The complete formulation is omitted due to space limit.

While this approach would yield an optimal solution for every time instance,
it requires global knowledge of the platoon dynamics. Namely, to perform the
calculations needed to produce U (control input to command intact vehicles),
speed and acceleration measurements of all related vehicles should be available
to a centralized controller; i.e., V2I and 12V capabilities are needed to receive
current measurements, perform the required calculations, and transmit the re-
sulting acceleration commands back to the corresponding vehicles. It has been
shown that such communication structure is feasible [10], but not likely to be
deployed in the near term and presents a single-point of failure. For that reason,
in the next section we suggest an efficient, decentralized heuristic mitigation ap-
proach which requires a less sophisticated communication model and produces
nearly equivalent results to the optimal approach.

4.2 Efficient heuristic mitigation

The goal of this approach is to modify the commanded acceleration of a vehicle by
comparing the distance it will cover with the distance that will be covered by the
preceding vehicle during a predefined time horizon (¢,). Initially, the acceleration
commands of both vehicles are calculated according to the platooning control
structures given in Section 2.1.

Let us consider a vehicle in an intact platoon V., ;ren: and a preceding vehicle
Vpreceding, Where subscripts current and preceding refer to two adjacent vehicles
belonging either to the same platoon or to two different adjacent platoons. Each
vehicle’s dynamics are described by

T (t) = Um (t)a

bun(1) = (1), 12)

where m € {current,preceding}, t € [ts(1) : Ats : ts(end)], ts(1) and ts(end)
are the first and last time samples of the time horizon ts, and At is the time
increment. Under the assumption that u,, is constant for the duration of t; and
using the forward difference approximation [8], the absolute position and velocity
can be calculated as follows

T (ts(k + 1)) = @ (ts(k)) + Atsvp (ts(K)),

v (£l + 1)) = v (£4(8)) + At (13)
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Algorithm 1: Heuristic mitigation

Input: v (ts(1)), um(ts(1)), for m € {current, preceding} // velocity and
commanded acceleration values of current and preceding vehicles.
Output: uggrrent, // new commanded acceleration value for current vehicle.
u?’uer’l‘urent — Ucurrent (ts(]-)) ,
compute d,, for the interval of t; using input data;
if dpreceding < dcurrent then
urew dpreceding—Vpreceding (ts(end)—is(l)).
curren O.S(tz(end)fté(l)) ’
if current vehicle and preceding one will collide during ts then
L search for uge ren: Within [amm,up,«ecedmg);

where k =1,..., |ts].

Once the vector z,,(.) is obtained, the distance traveled by vehicle V;,, during
ts can be calculated as d,,, = z,, (ts(end)) — T, (ts(l)). Based on the calculated
distance traveled by the current vehicle dey,ren: and that by the preceding one
dpreceding, We proceed as follows

— If dpreceding < deurrent, then Veyrrent is covering more distance and it may
collide with a preceding vehicle and therefore it has to slow down by mod-
ifying its commanded acceleration Ueyrrent- 10 produce the same traveled
distance for Viyrrent, Ucurrent 18 selected equal to ,e, which is calculated as

dpreceding — Ucurrent (ts (end) - ts(l))
new — s 14
" 0.5(82(end) — £2(1)) (14)

Using the new acceleration command, another important consideration
is to ensure that the predicted position vectors of Veurrent and Vprecedings
calculated using (13), will not overlap (collide) during the interval of ts. If
that is the case, then the acceleration needs to be selected from the interval
[amin : Aa unew) where Aa is a suitable acceleration increment. Namely,
Ucurrent 18 set equal to the first value smaller than ., within that interval.
If the new value produces no collisions then it is applied. Otherwise, the next
value is selected and so on.

— If dpreceding = deurrent, then the commanded acceleration ucyrrent, calculated
according to the platooning control laws from section 2.1, is maintained.

The steps of this approach are shown in Algorithm 1. Once the disbanding attack
is detected for a single platoon, as explained in Section 2.2, the last vehicle
of the disbanded platoon will inform the following lead intact vehicle, using
the established inter-vehicle communication. The latter vehicle will calculate its
acceleration command and modify it, if needed, using this mitigation approach.
Furthermore, it will also inform the following vehicle to implement similar steps.

Practically, to implement the suggested approach requires that the following
information should be available: commanded acceleration of the current vehicle
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(measured locally) and the preceding one (transmitted via the already estab-
lished communication), and the velocity of the current vehicle (measured locally)
and that of the preceding one (estimated form the measurements of velocity and
relative velocity). The process described above will be repeated at the next time
instant using the newly obtained measurements. V., rent Will reuse the adopted
platooning control law once the inter-vehicle distance, with respect to Vireceding,
begins to increase.

Finally, it should be noted that our approach requires a far less sophisticated
communication model to connect any two neighboring vehicles, performs a de-
centralized mitigation, and produces nearly equivalent results to the MPC-based
mitigation. Hence, it is not only cheaper to implement the heuristic approach
compared to the MPC-based one, the former is also more resilient.

4.3 Results and discussion

Table 2 displays the average velocity error, E,, collected under different scenarios
for the optimal single platoon disbanding attack. Baseline, mit.1, and mit.2 refer
to platoons using the control structure from Section 2.1, the heuristic mitigation,
and MPC based mitigation, respectively. For all the cases given, the total number
of platoons is equal to ten and the inter-vehicle separation, x4, and actuator
delay, 7, are varied, in order to examine various likely scenarios.

We can see (Table 2) that the baseline control does not perform well against
the disbanding attack, since all cases involve accidents (except for 4 = 5 m and
7 = 0.1 8) and an increase in E,,. On the other hand, it is clear that our approach
improves the values of E, for all attack cases.

In addition, collisions are avoided in most attack cases except when 7 equals
to 0.5 s. Also, the heuristic approach reduces the number of colliding vehicles.
For example, the attack case with 4 = 4 m resulted in accidents involving 58%
and 29% of the total number of vehicles, which is 100, for the baseline and mit.1,
respectively. Furthermore, for the attack case with 4 = 5 m and 7 = 0.1 s, 80%
of the intact vehicles experienced stop-and-go behavior at least once because
of the use of a collision-avoidance algorithm applying maximum deceleration.
However, in our approach, and for all attack cases, all intact vehicles slowed
down gradually and did not have to come to a complete stop.

Using mit.2 also helps with improving the values of F,, and avoiding collisions.
By comparison, we can see that the values of F, for both mit.1 and mit.2 are
comparable. In fact, it is clear that our approach improves the results, in terms

Table 2. Results for optimal one- Table 3. Results for optimal two-

platoon disbanding attack platoon disbanding attack

g T Eqy [%] Crash g T Eqy [%] Crash

[m] | [s] [baseline] mit.1 | mit.2 |baseline[mit.1|mit.2 [m] | [s] [baseline] mit.1 [ mit.2 |baseline|[mit.1|mit.2
0.1 ] 29.570 [24.283]23.025 No No No 0.1 | 38.347 [27.056(26.221 Yes No No

5 0.3 | 41.268 [25.556(25.182 Yes No No 5 0.3 | 39.839 [28.548(29.129 Yes No Yes
0.5 | 52.235 [28.482|28.709 Yes Yes Yes 0.5 | 45.004 [35.724|38.690 Yes Yes Yes
0.1 | 27.995 [25.063|22.798 Yes No No 0.1 | 37.069 [30.731|29.811 Yes No No

4 0.3 | 40.115 [26.864|24.823 Yes No No 4 0.3 | 40.233 [33.183|34.868 Yes Yes No
0.5 | 52.706 [29.079(29.742 Yes Yes Yes 0.5 | 45.823 |38.349(38.914 Yes Yes Yes
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Fig. 4. Experimental environment with small robots and motion capture system

of lowering FE, and no collisions, in some attack cases. Overall, these numbers
demonstrate that our heuristic approach produces nearly equivalent results to
the optimal MPC approach.

Table 3 shows data for E,, collisions for different cases involving two platoons
disbanding, where the total number of platoons is equal to ten. The optimal
attack is found to occur by targeting the 10" (lead) and 9" platoons in the
formation at times equal to 2s and 100s, respectively, within 7. We can see that
the baseline control produces collisions for all attacks cases. However, with either
mit.1 or mit.2, the reduction in velocity is minimized and crashes are avoided
completely in some cases. Also, the results for both mitigation approaches are
nearly equivalent. Furthermore, by comparison with Table 2, and even with
mitigation, the two-platoon disbanding attack results in more crashes, which
indicates that it is a more severe attack compared to disbanding a single platoon.

5 Experimental Validation

Our proposed mitigation algorithm was evaluated on a testbed and compared
with the baseline algorithm (i.e., a platoon control law with collision avoidance).

5.1 Hardware Setup

Our experimental setup consisted of small robots that represent vehicles in a
stream of platoons and a motion capture system for tracking (Figure 4). We
implemented the attack and the mitigation algorithm on three 3-vehicle platoons,
denoted as per the convention shown in Figure 2. The 3" (leading) platoon was
disbanded and the response of other two platoons was captured.

To each robot is affixed multiple IR markers for tracking by the Optitrack
motion capture system. 24 IR cameras, and the Motive software, enable us to
capture robot positions. Position data is streamed to a command computer where
an interface application utilizing the Robot Operating System (ROS) [26] frame-
work makes the gathered position data for each robot available to our controller
application. This application processes the position data and sends appropri-
ate control commands to each robot. The controller application implemented on
ROS works in the following manner:
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— The raw position data is processed using an Extended Kalman Filter to
reduce camera sensor noise and estimate the measured position and velocity.

— The Pure Pursuit Controller uses the estimated positions and circular path
coordinates from the experimental environment to calculate the angular ve-
locity command for each vehicle.

— The estimated data of all vehicles is used to calculate the relative distance
and velocity. This is then fed to the upper-level controller (Section 2.1) and
provides desired acceleration values for the robots.

— The mitigation and baseline algorithm then modify the acceleration values
from the upper-level controller in case a disbanding attack is detected.

— As the vehicles only act upon instantaneous velocity commands, these accel-
eration values along with current measured velocities are used to calculate
the desired velocities for each vehicle. The desired linear velocities for the ve-
hicles are effected using a PI controller which acts as the lower-level controller
(Section 2.1).

Each robot consists of a 32-bit ARM-based mbedNXP LPC1768 microcon-
troller on the Pololu m3pi platform to which Digi Xbee receivers are interfaced.
An Xbee transmitter is also connected to the command computer. These Xbee
modules allow us to establish a wireless communication channel over which the
angular and linear velocity commands, calculated for each robot using the con-
troller application, are broadcast. The robots receive the broadcast messages and
calculate the left and right wheel speeds from the received angular and linear
velocities as per the differential drive model.

5.2 Experimental Results

Figure 5 shows individual velocity profiles for the vehicles under consideration
(three platoons with three robots in each). Figure 5a indicates the affect on ve-
locities due to disbanding for the baseline control algorithm, given in Section
2.1, where we can see vehicles in the last platoon slow down suddenly (one of
them stops) in response to the disbanding of the lead platoon. Figures 5b and 5¢
give the velocity profiles when the intact robots use the traveled distance miti-
gation approach, wherein it can be seen that the speed of vehicles in second and
third platoon slow down gradually and then begin to accelerate. This mitigation
approach was tested with t, = 0.5s and 1s, respectively. The point labeled as A
in Figures 5a, 5b, and 5c indicate that the platoons are in a steady state. Point
B marks the time when the attack on the lead platoon is emulated, causing
all of its vehicles to disband and suddenly decelerate. Deceleration patterns of
the vehicles after point B for the baseline controller clearly indicates a sudden
drop in velocities for the following platoons, causing some vehicles to come to a
complete stop as indicated by point C.

While there are no collisions with the baseline control, sudden deceleration/
acceleration is observed. Such abrupt changes in velocities are not observed when
our proposed heuristic mitigation is in place (Figures 5b and 5c, where point C
shows that none of the vehicles need to come to a halt). With the mitigation
approach, vehicles gradually decelerate and accelerate to recover and maintain
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Fig. 5. Vehicles’ velocities upon disbanding of platoon 3 for baseline control
structure and proposed heuristic mitigation algorithm with ¢, = 0.5s and 1s.

desired spacing and velocities, without collisions. Furthermore, the calculated E,
for the three experiments were 30.02%, 21.82% and 19.73% for Figures 5a, 5b
and 5c¢, respectively. These numbers indicate that with increasing ¢, the change
in velocity is smoother and more gradual, yet collisions do not occur. However,
with ty = 1 s, the vehicles come to closer proximity, compared the results with ¢
= 0.5 s. For reference, we have also uploaded short videos of our experiments [1].

6 Conclusion

We presented and studied an attack which targets vehicular platoons and can
cause severe deviations in speed, including stop-and-go traffic, and collisions.
The attack exploits human-in-the-loop control, whereby a vehicle switches from
automated control to human driving at the onset of an attack against the sensing
system of a vehicle, causing the platoon to dissolve (or disband). Calculations
of key attack factors, such as identifying the platoon to disband and time to
disband them, in optimal disbanding scenarios were carried out. Additionally,
we proposed mitigation algorithms that reduce sudden velocity changes and
also decrease the number of accidents, hence ensuring resilient performance for
platoons. Simulations and experimental results corroborate theory, which indi-
cate decreased velocity deviations and thus improved traffic flow. Finally, the
proposed heuristic approach was implemented on a hardware testbed, with a
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motion capture system and mobile robots representing platoons, and it showed
an improved performance, compared to using a baseline control algorithm.
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